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Parametrization and validation of a force field for liquid-crystal forming molecules
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First principles density functional calculations have been carried out to determine the structures and confor-
mational energies of a series of liquid-crystal fragment molecules. The calculations have been used to derive a
molecular mechanics force field that describes a subset of commonly occurring liquid-crystal molecules. The
force field has been used to carry out molecular dynamics simulations of the bulk phase for these fragment
molecules. Computed densities and heats of vaporization are in good agreement with experimental data. These
results should be useful in future molecular dynamics simulations of liquid-crystal systems.
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I. INTRODUCTION

Classical Monte Carlo and molecular dynamics compu
simulations are now regarded as powerful tools in the st
of soft condensed matter systems, including polymers, liq
crystals, and complex fluids. However, the ability of the
simulations to predict material properties is influenc
strongly by the accuracy of the model used. For liquid cr
tals simple hard@1,2# and soft@3–6# single site models have
been successful in modeling nematics and a range of sm
phases. Single site models, such as spherocylinders or
Berne units do not allow for molecular shape to change d
ing the course of a simulation. However, liquid crystals a
inherently flexible and this flexibility has a significant influ
ence on both phase behavior and material properties@7,8#
and, therefore, must be included in any realistic model o
material. Atomistic models provide a convenient way of
corporating molecular flexibility into simulations of liqui
crystals. In comparison to simple single site models, atom
tic work is extremely expensive in terms of computer tim
However, recent increases in computer power and the de
opment of parallel simulation methods@9# have led to a num-
ber of atomistic studies@10–18#.

Many of the the early atomistic simulations of liquid cry
tals suffered from a poor description of both the intramole
lar and intermolecular interactions. Force fields to repres
atomistic systems typically require terms to describe bo
stretching, bond angle bending, and internal rotations in
dition to nonbonded interactions. Traditionally, these ha
been derived from a variety of sources including experim
tal data, such as spectroscopy or crystallography.Ab initio
calculations can also be used. In principle, such calculat
can achieve a high level of accuracy and can probe intra
lecular interactions that are experimentally difficult.

In this work, we use state-of-the-art density function
theory calculations to construct atomistic potentials to
scribe many of the key structural motifs in common cala
itic liquid crystals that are used in display applications.
particular, we have fitted potential functions for bipheny
phenylcyclohexane cores, alkyl chains, lateral fluorine s
stituents, and cyano groups. These include functions for b
stretching, bond angle bending and, most crucially, inter
rotations. This paper is organized as follows. The choice
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functional form is discussed briefly in Sec. II and the co
putational method is outlined in Sec. III. The results from t
density functional calculations and bulk simulations usi
the derived force field are presented in Sec. IV. Finally,
summarize these results and discuss briefly the avenue
future work in Sec. V.

II. FORM OF THE FORCE FIELD

The choice of functional form for a force field is influ
enced strongly by its intended use. For instance, there
large difference between the preferred functional form fo
force field designed for simulation of bulk phases, such
the AMBER force field@19#, and that of a force field de
signed for the determination of gas phase structures, suc
MM4 @20–23#. For simulation of bulk phases at room tem
perature it is rarely necessary to use anharmonic term
describe variations in bond lengths and angles. Con
quently, for this work, we employ a force field of the AM
BER form @19#, with harmonic terms for bond stretching an
bond angle bending, and a Lennard-Jones 12-6 potential@24#
for interatomic repulsion and attraction instead of compu
tionally more expensive forms used in other force fields.
for this force field, which is intended for the simulations
condensed liquid-crystal phases, the AMBER form@19# is
the most appropriate.

Thus our force field has the functional form

Ef f5Estretch1Ebends1Etor1Evdw1Eelec, ~1!

where the terms for bond stretching, bond angle bend
torsional rotation, van der Waals, and electrostatic ener
are as follows:

Estretch5 (
bonds

1

2
kl~ l 2 l eq!

2, ~2!

Ebends5 (
angles

1

2
ku~u2ueq!

2, ~3!

Etor5(
dih

(
n

1

2
ktn@11cos~nt1dn!#, ~4!
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Evdw5(
i , j

4e i j F S s i j

r i j
D 12

2S s i j

r i j
D 6G , ~5!

Eelec5(
i , j

1

4pe0

qiqj

r i j
. ~6!

Herekl , ku , andktn are the force constants for bond ben
ing, bond angle bending, and torsional rotations, resp
tively, l eq and ueq are the equilibrium bond lengths an
angles,e i j and s i j are the van der Waals well depth an
collision parameters~distance at whichEvdw50), andqi are
the atomic charges.l, u, and t are the bond lengths, bon
angles, and torsional angles, respectively, and the sum
Eqs. ~5! and ~6! run over all pairs of atoms without a com
mon bond or bond angle. In some fluorinated molecu
particularly those with lateral fluorine substituents, hydrog
and fluorine atoms can come into close proximity to ea
other, well inside the van der Waals radius. This leads
strong repulsion between them, which complicates the fitt
of torsional parameters. To counter this, we model the
der Waals interaction for molecules using an exponentia
type potential@25#

Evdw
HF 5e i j F 6

a26
expFaS 12

r
6A2s i j

D G2
2a

a26 S s i j

r D 6G ,

~7!

wherea is an adjustable parameter. In this study we usea
512, which gives the same long-range behavior as
Lennard-Jones potential@25#.

In the nonbonded~van der Waals and electrostatic! terms,
the sums exclude nonbonded interactions between the a
that have a common bond~1-2! or bond angle~1-3!. In com-
mon with the merged AMBER/optimized parameters for l
uid simulation ~OPLS! force field, we scaled 1-4~atoms
sharing a common dihedral! van der Waals interactions by12
and the 1-4 electrostatic interactions by1

8 . The Fourier series
for the torsional energy is expanded in enough terms to
duce the squared difference between theab initio energies
and the fitted energies to below 0.0019 eV2.

III. COMPUTATIONAL METHOD

A. Ab initio calculations

Structural and conformational energies were compu
within the ab initio density functional formalism@26,27# us-
ing a plane wave basis set for the valence electrons.
CASTEPprogram@28,29# was used for these calculations. T
reduce the computational cost, the electron-ion interactio
described using ultrasoft pseudopotentials of the Vande
form @30# and the PW91 generalized gradient approximat
@31# is used for the evaluation of the exchange-correlat
interactions.

In this method, a molecule is placed in the center o
periodically repeating supercell, and a plane wave basis s
employed, which was expanded to a kinetic energy cutof
400 eV, giving energy differences accurate to within 0.0
eV/atom. To avoid interactions between molecules in nei
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boring cells, a supercell is constructed, which is large eno
to isolate the molecule from its periodic images. Only
singlek point is required as the electronic bands are disp
sionless for isolated molecules.

The use of a plane wave basis set combined with pseu
potentials gives several advantages over the more comm
used localized basis sets used in quantum chemical calc
tions for the molecules. These include~i! the same basis se
can be used for all atomic species,~ii ! basis set completenes
can be guaranteed, and~iii ! force calculations do not requir
corrections.

To find the optimized molecular geometry an initial stru
ture is constructed first by using the modeling packa
Cerius2 @32#. The Hellman-Feynman@33# theorem is then
used to calculate the force on each atom and then the a
are moved under the influence of these forces until the fo
falls below a set tolerance. The optimization is converg
when the residual force on the atoms falls belo
0.05 eV Å21. For the calculation of torsional angle pote
tials, the chosen dihedral is held fixed, while the remain
degrees of freedom are relaxed.

B. Fitting of force field parameters

Force field parameters were found by fitting to potent
energy surfaces of common liquid crystal components. Th
included biphenyls, with terminal cyano substitution and l
eral fluorine substitutions, as well as other core compone
Potentials for ring-tail torsions were calculated using prop
lbenzene. The force field parametrization is based on
atom types shown in Table I, which in turn are based on
notation used for the AMBER force field@19#.

Force field parameters for bond stretching and bond an
bending were found by fitting theab initio potentials to the
bond stretching and bond angle bending potentials in E
~2! and ~3!. We can also derive the force field paramete
from the forces on the atoms

Fl52kl~ l 2 l eq!. ~8!

For small deviations from equilibrium, the potentials are h
monic, as can be seen in Fig. 1.

The van der Waals parameters are not easily found
density functional methods. In this work they are taken fro
the OPLS parameter set@34–36# of Jorgensenet al., as were
most of the atomic charges. The OPLS parameters have
shown to reproduce experimental values for various therm
dynamics quantities, including densities and heats of vap
ization with an average error of 2–3 %@34#. Partial charges
for aromatic carbon and hydrogen atoms were found
least-squares fitting to the electrostatic quadrupole mom
of benzene, yielding values of20.122e and 10.122e, re-
spectively. Charges for other atom types were taken from
OPLS parameter set.

Torsional force constantskt i were found by a least-
squares fit to theab initio potential using the torsional forc
constants as free parameters. The fitting procedure wa
follows: ~i! start with approximate values forkt i , ~ii ! mini-
mize the energy of the molecule at eachab initio data point,
and~iii ! calculate the sum of squared differences between
9-2
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TABLE I. Described here are the force field atom types and the definitions used in this pape

Atom type Description

CA Aromatic carbon
CP Aromatic carbon~joining aromatic rings!
HA Aromatic hydrogen
CZ Carbon in cyano group
NZ Nitrogen in cyano group
Cn Alphatic carbon@n indicates number of attached hydrogens (n50,1,2,3,4)#
HC Alphatic hydrogen
F Fluorine

OH Alcohol oxygen
HO Alcohol hydrogen
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ab initio data and the data obtained from the energy mini
zations. Although time consuming, this method ensures
all other contributions to the molecule’s torsional potent
~including van der Waals and electrostatic contributions! are
accounted for in the fit. All minimizations were performe
using Powell’s method@37#. By convention, the phase angle
dn were set to 0° for oddn and 180° for evenn, so that the
terms with positivekt i have minima at 180°.

C. Molecular dynamics simulations

The simulations were performed using theDL-POLY pro-
gram@38# ~versions 2.11 and 2.12!. The equations of motion
were integrated using the leapfrog algorithm with a time s
of 2 fs. Bond lengths were constrained using theSHAKE pro-
cedure@39#. The temperature and pressure were contro
using a Nose´-Hoover thermostat and Hoover barostat@40#,
respectively, with relaxation times of 1 ps and 4 ps. Elect
static interactions were handled using an Ewald sum@41#

FIG. 1. Bond stretching potentials for C-H bond in biphenyl@the
ab initio data (3) and the fitted data (2)# and the CZ-NZ bond in
4-cyanobiphenyl@the ab initio data (s) and the fitted data(--)#.
Inset shows the variation of force with change in bond length. H
d l 5 l 2 l eq .
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with an Ewald convergence parameter of 0.48 Å21 and six
wave vectors in thex, y, andz directions in accordance with
previous work@42#. A 9-Å cutoff was imposed on the van de
Waals interactions along with long-range corrections for
energy and virial. A Verlet neighbor list@41# was used to
speed up calculation of nonbonded forces.

The simulations were started from a cubic lattice of 2
molecules at a gas phase density~about 1 kg m23). They
were then compressed under a nominal pressure of 10 k
until a liquid state density (500–1000 kg m23) was reached.
This was performed at 100 K, which ensured that a ra
compression took place. The systems were then heated u
the simulation temperatures~the melting points for biphenyl,
4-cyanobiphenyl, and 2-fluorobiphenyl, the boiling point
the case of butane, and 298 K for the others! and equilibrated
for up to 1 ns~500 000 time steps! until the system tempera
ture, volume, and configurational energy showed no sign
systematic drift. Statistics were then gathered over a 1
production run.

IV. RESULTS

A. Force field parameters

Shown in Fig. 1 are the energy and force plotted
stretching aromatic C-H and cyano C-N bonds. Both the

TABLE II. The bond stretching force constants (kl) and equi-
librium bond lengths (l eq) are given here for a range of bonds foun
in liquid-crystal fragments.

Bond kl (eV Å22) l eq ~Å!

CA-HA 33.96 1.08
CA-CA 44.32 1.38
CA-CP 44.32 1.38
CP-CP 27.28 1.47
CA-CZ 31.52 1.31
CZ-NZ 115.11 1.17
CA-Cn 24.47 1.50
Cn-Cn 22.97 1.51
Cn-HC 31.65 1.09
CA-F 35.08 1.36

CA-OH 38.89 1.36
OH-HO 52.06 0.97e
9-3
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D. L. CHEUNG, S. J. CLARK, AND M. R. WILSON PHYSICAL REVIEW E65 051709
tentials show a quadratic dependence on the change in
length as expected from Eq.~2! and the forces vary linearly
with the change in bond length as expected from Eq.~8!. The
force field parameters for bond stretching are listed in Ta
II and those for bond angle bending are shown in Table
Table IV provides a comparison of our bond stretching fo
constants for the aliphatic C-C and C-H bond stretches c
pared with those from the OPLS@35#, MM3 @43#, MMFF94
@44#, and AMBER@19# force fields. Our values show reaso
able agreement, notably with the OPLS that employs
same harmonic form, and MMFF94 values. This is indicat
of the quality of ourab initio calculations; we obtain com
parable results from the density functional calculations
those from high level~MP2! quantum chemical calculations

While bond stretching and bending parameters can
transferred across a wide range of molecules, torsional
rameters can be less transferable. This can be seen espe
in conjugated systems where terminal polar substituents h
a large effect on the torsional potential@45#, which is not
accounted for either through the electrostatic or through
van der Waals interactions. An example of this can be s
by comparing the torsional potentials for biphenyl a
4-cyanobiphenyl shown in Fig. 2. Here we can see a mar
difference in the torsional potentials, caused by charge tra
fer towards the polar cyano group. This effects the bond
and structure in the molecule, changing the trade-off betw
steric repulsion and conjugation. The classical nonbon

TABLE III. Bond angle bending force constants (ku) and equi-
librium bond anglesueq .

Angle ku (31025 eV/deg2) ueq (°)

CA-CA-HA 98.46 120
CA-CA-CA 84.94 120
CA-CP-CP 95.32 120
CA-CA-CZ 134.38 120
CA-CZ-NZ 71.10 180
Cn-Cn-Cn 244.76 113
Cn-Cn-HC 116.98 112
HC-Cn-HC 147.25 107
CA-CA-F 101.90 120
CA-CA-OH 98.27 120
CA-OH-HO 70.93 109

TABLE IV. Comparison of bond stretching force constants f
alphatic C-C and C-H bonds, between this work and other fo
fields.

Cn-Cn bond Cn-HC bond

Force field kl (eV Å22) kl (eV Å22) References

This work 22.97 31.65
OPLS 23.22 29.40 @35#

MM3 28.03 29.59 @43#

MMFF94 23.72 32.15 @44#

AMBER 26.90 28.71 @35#
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torsional potentials for these molecules are shown in Fig
As the nonbonded potentials are identical, different torsio
parameters are required to reproduce theab initio potentials.

The torsional barrier of biphenyl has been the subject o
number of previous studies, both theoretical@22,46–48# and
experimental@49–52#. As can be seen from Fig. 2 we hav
been able to reproduce the torsional potentials accura
through the fitted potentials. The rotational barrier at 0°
biphenyl is found to be 0.089 eV for the fitted potential a
0.087 eV from theab initio data. The rotational barrier at 90
is 0.108 eV from the fitted potential and 0.108 eV fro
the ab initio data. A previous study using the density fun
tional theory~DFT! with the 6-31G~d! basis set@47# found
the energy barriers to be 0.087 and 0.104 eV. However,
present results benefit from a more complete basis set
the earlier study. The barrier heights have been calcula

e

FIG. 2. Torsional angle potentials for biphenyl@the ab initio
potential (3) and the fitted potential (2)# and 4-cyanobiphenyl
@the ab initio data (s) and the fitted data(--)].

FIG. 3. Variation of nonbonded energy against torsional an
for biphenyl (2) and 4-cyanobiphenyl(--).
9-4
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PARAMETRIZATION AND VALIDATION OF A FORCE . . . PHYSICAL REVIEW E 65 051709
using a number of wave function based methods@46,48#,
which give barrier heights of about 0.98–0.141 eV for the
barrier and 0.63–0.92 eV for the 90° barrier. Again the
values have been obtained using a smaller basis set tha
this work. ExperimentallyE0 has been found to be betwee
0.061 and 0.079 eV andE90 between 0.061 and 0.226 eV
These results are summarized in Table V, along with res
from the MM4 force field@22#. Our 0° barrier is lower than
that given by the wave function methods and consistent w
other DFT calculations and also with experiment as
pected. The 90° barrier is somewhat larger than those ca
lated by wave function methods as well as the electron
fraction and Raman scattering results, although it
substantially lower than that given by nuclear magnetic re
nance~NMR! measurements. The NMR measurements, h
ever, were performed on biphenyl in a liquid crystalline s
vent, while the other experimental and computational res
are for molecules in the gas phase. In agreement with exp
mental measurements, we haveE90.E0.

FIG. 4. Torsional angle potentials for 2-fluorobiphenyl@the ab
initio potential (3) and the fitted potential (2)# and for biphenyl
@the ab initio potential (s) and the fitted potential(--)#.

TABLE V. Comparison of rotational barrier heights for biphen
between this work and previous studies~barrier heights in eV!.

Method References DE0 DE90

PW-DFT ~GGA! This work 0.087 0.108
Fitted potential this work 0.089 0.108
MM4 @22# 0.107 0.080
HF/6-31G*//MP2/6-31G* @46# 0.141 0.063
MP2/cc-PVQZ//MP2/6-31G* @46# 0.098 0.092
MP2/6-31G~d! @47# 0.169 0.091
B3-LYP/6-31G~d! @47# 0.087 0.104
B3LYP/cc-pVTZ @48# 0.083 0.092
Electron diffraction @49,50# 0.061 0.069
Raman scattering @51# 0.061 0.061
NMR @52# 0.079 0.226
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For 4-cyanobiphenyl the barrier heights at 0° and 90°
0.073 eV and 0.130 eV, respectively, from the fitted poten
and 0.069 eV and 0.130 eV from theab initio data. Previous
ab initio calculations at the Hartree-Fock~HF!/6-31G level
found the barriers to be 0.212 eV and 0.067 eV@53#. The 0°
and 90° barrier heights have been determined by NMR@54#
to be 0.079 and 0.241 eV, respectively. Again the NMR
sults are for cyanobiphenyl dissolved in a liquid-crystal s
vent. In agreement with experiment and in contrast to
Hartree-Fock results we haveE0,E90 that underlines the
greater accuracy of our method compared to earlier calc
tions.

Lateral polar substituents are commonly used in liqu
crystals to produce materials with a negative dielectric
isotropy. However, the decrease in the length to width ra
caused by these substituents causes a decrease in the cl
temperature and the mesophase stability. They also ha
large effect on the torsional potentials of conjugated syste

FIG. 5. Torsional angle potential for phenylcyclohexane@theab
initio potential (3) and the fitted potential (2)#.

FIG. 6. Torsional angle potential for butane@theab initio poten-
tial (3) and the fitted potential (2)#.
9-5
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TABLE VI. Comparison of rotational barrier energies for butane between this work and previous s
~barrier heights in eV!.

Method References DEt2g E120° E0°

PW-DFT ~GGA! This work 0.035 0.142 0.251
Fitted potential This work 0.034 0.140 0.251
HF/6-31G*//HF/6-31G* @60# 0.041 0.159 0.268
MP2/6-31G*//MP2/6-31G* @60# 0.029 0.157 0.263
MP4~SDTQ!/6-31G*//MP2/6-31G* @60# 0.031 0.154 0.257
QCISD~T!/6-31G*//MP2/6-31G* @60# 0.031 0.152 0.255
BLYP/6-31G*//BLYP/6-31G* @60# 0.037 0.150 0.245
MM4 @22# 0.029 0.147 0.214
Raman scattering @57# 0.039 0.157 0.196
Thermodynamic @56# 0.035 0.156
IR in solid Ne @58# 0.032
Electron diffraction @59# 0.033
e
n

th
h
iz

n.

°
a
ev
la
ie

o
al
0
.

he
te

en-
by
as

ect

he

the

nal
be

e

oth

f
ing
nd
In addition to changing the conjugation of the system, th
also create highly dipolar regions that give rise to stro
electrostatic interactions. For liquid-crystal molecules,
most common lateral substituent is fluorine, because it
the smallest effect on the phase stability due to its small s
Figure 4 shows both theab initio and fitted potentials for
2-fluorobiphenyl along with that of biphenyl for compariso
Again there is good agreement between the fitted andab
initio potentials. Theab initio energy barriers at 0° and 90
are 0.119 eV and 0.080 eV, respectively, while the fitted b
riers are 0.124 eV and 0.085 eV. There has been little pr
ous work on this torsional potential. Calculations at the re
tivistic Hartree-Fock/6-31G level have found the 0° barr
to be 0.147 eV and the 90° barrier to be 0.061 eV@42#.
However, as above, our calculations can be expected t
somewhat more accurate. The torsional potential has
been calculated using the MM3 force field that gives the
barrier to be 0.383 eV and the 90° barrier to be 0.012 eV

Another common liquid-crystal core component is t
partially conjugated phenylcyclohexane. Here the satura
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cyclohexane ring prevent electron delocalization over the
tire molecule, thus the torsional potential is governed
steric repulsion of the hydrogens. A previous study h
shown that the addition of a polar end group has little eff
on the torsional potential@45#. Both theab initio and fitted
potentials for phenylcyclohexane are shown in Fig. 5. T
fitted potential closely matches theab initio, with a barrier
height of 0.120 eV in theab initio potential and 0.116 eV in
the fitted potential. These are in good agreement with
experimental value of 0.124 eV@55# found by NMR spec-
troscopy in the liquid phase.

Moving to nonconjugated systems, we show the torsio
potential for butane in Fig. 6. Again a good agreement can
seen between theab initio data and the fitted potential. Th
eclipse(0°) barrier height is 0.251 eV and thetrans-gauche
barrier is 0.140 eV. This system has been well studied, b
experimentally@56–59# and theoretically@60#. A study by
the Tsuzukiet al. @60# compared the rotational barriers o
butane calculated by various computational methods, find
trans-gauchebarriers between 0.142 and 0.159 eV a
1

0

0
0
0

TABLE VII. Torsional force constants (ktn) used in this study (31022 eV).

Torsion kt1 kt2 kt3 kt4 kt5 kt6 kt8 kt10 kt12

CA-CP-CP-CA
a 0.00 7.90 0.00 1.76 0.00 0.54 0.16 0.03 0.0

CA-CP-CP-CA
b 0.00 9.57 0.00 0.11 0.00 0.19 0.25 0.07 20.04

CA(F)-CP-CP-CA 0.00 4.87 0.00 21.48 0.00 20.07 0.00 20.03 0.05
CA-CA-CA-CA 0.00 41.24 0.00 0.00 0.00 0.00 0.00 0.00 0.0
Cn-Cn-Cn-Cn 8.47 0.32 0.12 21.63 0.17 0.06 0.00 0.00 0.00
HC-Cn-Cn-Cn 0.00 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.0
HC-Cn-Cn-HC 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.0
CA-CA-HA-CA 0.00 4.34 0.00 0.00 0.00 0.00 0.00 0.00 0.0
CA-Cn-Cn-Cn 3.04 0.03 20.14 0.55 0.00 0.25 0.00 0.00 0.00
CA-CA-Cn-Cn

c 0.00 3.59 0.00 20.29 0.00 20.21 0.08 0.00 0.00
CA-CA-Cn-Cd 0.00 2.28 0.00 21.00 0.00 20.20 0.00 0.00 0.00

aTorsional force constants for biphenyl.
bTorsional force constants for 4-cyanobiphenyl.
cTorsional force constants for propylbenzene.
dTorsional force constants for phenylcyclohexane.
9-6
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eclipse barriers between 0.245 and 0.268 eV, to which
results compare favorably. Our values for thetrans-gauche
energy difference~ab initio potential 0.034 eV, fitted poten
tial 0.035 eV! are in better agreement with experimental v
ues than those calculated up to the MP2 level and with D
using a localized basis set. These results are displayed
in Table VI.

The full set of torsional force constantsktn is given in
Table VII.

B. Condensed phase molecular dynamics simulations

To test our parametrized force field, we have perform
molecular dynamics simulations on several liquid-crys
fragments. The details of the method used have been outl
in Sec. III C. From these we have examined the geomet
and thermodynamic properties of the bulk materials incl
ing densities and heats of vaporization.

The dihedral angle distribution for butane is shown in F
7. The distribution for the central C-C-C-C dihedral ang
has a large central peak at 180° corresponding to thetrans
conformer and two smaller peaks at about 60° and 3
corresponding to thegaucheconformers, as expected from
the ab initio potential. Integrating this distribution gives
trans population of 67.50% andgauche populations of
16.60% and 15.89%, respectively. This compares well w
previous simulations of butane, which found atrans popula-
tion of 67.8% @61#. It is also in good agreement with th
transpopulation calculated from Raman scattering of 70.7
@57#. Previous studies have shown little change in thetrans
population of butane in going from the gas phase to
liquid phase@61#. The C-C-C-H dihedral angle shows thre
peaks at 60°, 180°, and 300°, of roughly equal height, wh
is consistent with the threefold symmetry in its torsional p
tential. Figure 8 shows the dihedral angle distributions
the C-C-C-C dihedrals in liquid phase hexane and comp
them to that of butane. Considering Fig. 8~a! we can see tha
the distributions for each dihedral angle in hexane are sim

FIG. 7. Liquid phase dihedral angle distributions of butane
272.5 K, i.e., the C3-C2-C2-C3 dihedral distribution (2) and the
HC-C3-C2-C2 dihedral distribution(--).
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to that of butane, with the central dihedral,t2, having a
larger trans population than the outer dihedrals. This is co
sistent with previous simulation results@62#. From the direct
comparision in Fig. 8~b! it can be seen that thetrans popu-
lations for hexane are larger than that of butane.

The dihedral distribution functions for biphenyl an
4-cyanobiphenyl are shown in Fig. 9. In both cases peak

t

FIG. 8. ~a! Liquid phase dihedral angle distributions for hexa
at 298 K@dihedral anglest1 (••), t2 (2), andt3 (2)#. ~b! Liquid
phase dihedral angle distributions for butane (2) at 272.5 K and
hexane at 298 K@(••) distribution for anglet1 in hexane, and
(2) for anglet2 in hexane#. ~c! Structure of hexane with defini
tions of anglest1 , t2, andt3.
9-7
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the dihedral angle distribution occur at minima in both t
fitted andab initio potentials in Fig. 2, and so we notice n
significant influence on these from surrounding molecules
the bulk.

The simulation data was used to calculate bulk thermo
namic properties for the sample mesogenic fragments. D
sities were calculated from the average system volume, w
results shown in Table VIII. As can be seen, there is go
agreement between the experimental values@34,63# and
those obtained from simulation. This indicates that the te
describing the intermolecular interactions provide a go
representation of those in the real fluid.

Following Jorgensen@34#, we find the molar heat of va
porization,DvapH from

DvapH5H~g!2H~ l !, ~9!

whereH5Einter1Eintra1pV andl andg indicate liquid and
gas phase values, respectively. For a liquid at ambient p
sure thepV term is negligible@V( l ) is about 0.001V(g)#,
while due to the very weak intermolecular interactions in
gas phase we can assume ideality; thusEinter(g) is zero and
pV5RT. Therefore,

DvapH5Eintra~ l !2@Eintra~ l !1Einter~ l !#1RT. ~10!

FIG. 9. Liquid phase dihedral angle distributions for biphen
(2) at 343 K and 4-cyanobiphenyl(--) at 360 K.
05170
n

-
n-
th
d

s
d

s-

e

Calculated values of theDvapH are listed in Table IX along
with the experimental values@64#. Where available, these ar
in good agreement with the calculated values. The hea
vaporization depends critically on the average molecu
structure as governed by the intramolecular potentials, in
dition to the intermolecular potential, so the agreement w
experiment is encouraging.

Diffusion coefficients have been calculated for the sam
molecules using the Einstein relationship@65#

D5
1

6t
^ur i~ t !2r i~0!u2&, ~11!

wherer i is the position of the center of mass of a particu
atom. The values for the diffusion coefficients for the sam
molecules are shown in Table X. The diffusion coefficient f
butane was calculated by Daivis and Evans to be
31029 m2 s21 using equilibrium molecular dynamics@66#.
This was, however, calculated at a lower system den
(583 kg m23) and extrapolated to infinite system size, bo
factors strongly influencing the diffusion.

The center of mass radial distribution functions for buta
and hexane are shown in Fig. 10~a!. The radial distribution
function ~rdf! for butane is typical for a fluid near a phas
transition@65# ~this simulation was conducted at the boilin
point of butane!, with a broad first solvation peak at abo
5.4 Å. For hexane the rdf shows a broad peak starting
about 5.3 Å and peaking at about 6.9 Å. The center of m
radial distribution functions for biphenyl, 4-cyanobipheny
and 2-fluorobiphenyl are shown in Fig. 10~b!. Again they
have the expected form, with the onset of first solvati
peaks for biphenyl and 2-fluorobiphenyl at about 4 Å with
the peak centered around 7.5 Å, and the onset of first so
tion peak for 4-cyanobiphenyl at about 3.5 Å with the pe
centered at about 5 Å. The similarity in the radial distributi
functions for biphenyl and 2-fluorobiphenyl is expected d
to their similar molecular shapes. The first peak
4-cyanobiphenyl is closer than in the other biphenyls due
closer molecular packing caused by strong dipole-dipole
teractions between molecules.

V. CONCLUSION

In this paper we have presented a methodology for g
erating force field parameters from high level density fun
tional calculations, and have applied it to the generation o

l

TABLE VIII. Computed and experimental densities of sample liquids.

Liquid T ~K! ^V& (Å23) ^r& (kg m23) ^r&(expt) (kg m23) References Error~%!

Biphenyl 343 56373 981.367.1 990 @63# 1.0
4-Cyanobiphenyl 360 62485 1028.766.8
Butane 272.5 34685 605.3610.6 602 @34# 0.5
n-Propylbenzene 298 50388 861.867.8 860 @64# 0.2
Phenylcyclohexane 298 60620 954.9 939 @64# 1.7
2-Fluorobiphenyl 343 57303 1085.6
Hexane 298 46860 664.368.0 656 @64# 1.3
Terphenyl 493 89217 932.468.8 957.7 @64# 2.6
9-8
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TABLE IX. Computed and experimental heats of vaporization for sample liquids. All energie
kJ mol21.

Liquid T ~K! Eintra1Einter(l) Eintra(g) DvapH DvapH(expt) References Error~%!

Biphenyl 343 29.669 50.472 62.99 61.23 @64# 2.9
4-Cyanobiphenyl 360 234.024 43.095 77.119
Butane 272.5 17.03 36.43 21.67 22.44 @64# 3.4
n-Propylbenzene 298 28.46 71.86 45.88 46.48 @64# 1.3
Phenylcyclohexane 298 19.84 83.77 66.41 64.14 @64# 3.5
2-Fluorobiphenyl 343 62.74 112.82 31.66
Hexane 298 7.56 38.22 33.13 31.98 @64# 3.6
Terphenyl 493 190.98 123.06 72.02 75.89 @64# 5.1
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force field for liquid crystals. We have then tested the fo
field using molecular dynamics simulations from which k
thermodynamic properties have been computed.

The results from this study are very promising. In t
simulation, our force field has been able to reproduce exp
mental densities and heats of vaporization, with errors
about 2% and 3%, respectively. We have also been abl
reproduceab initio torsional potentials for a range of to
sional potentials. This is important as a good representa
of conformational profiles is important for good quali
simulations of soft matter.

The wide range of molecules that form liquid-cryst
phases dictates the need for easy generation of new f
field parameters. We have accomplished this by the use
simple functional form for the force field and the use
accurate, but relatively computationally inexpensiveab initio
density functional calculations. The use of ‘‘off the shel
values for van der Waals parameters and charges also h
in this regard.

A number of extensions of the current work are possib
One possibility is the investigation of charges derived fro
the ab initio electrostatic potential@67# as well as charges
from a Mulliken-like analysis. Charges derived from electr
static moments have already been used for aromatic ca
and hydrogen atoms and extension to other atom type
possible. The range of the parametrization can also be
tended to cover further functional groups common in liqu
crystal molecules, notably linking groups such as esters
further ring-tail groups, which are important in determinin
the overall shape of liquid-crystal molecules.

TABLE X. Diffusion coefficients.

Liquid T ~K! D (31029 m2 s21)

Biphenyl 343 0.718
4-Cyanobiphenyl 360 0.555
Butane 272.5 4.741
n-Propylbenzene 298 1.006
Phenylcyclohexane 298 0.205
2-Fluorobiphenyl 343 0.634
Hexane 298 3.152
Terphenyl 493 1.939
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FIG. 10. ~a! Radial distribution functions for liquid butane a
272.5 K and liquid hexane at 298 K.~b! Radial distribution func-
tions for liquid biphenyl at 343 K, liquid 2-fluorobiphenyl at 343 K
and liquid 4-cyanobiphenyl at 360 K. In both graphs, succes
curves are offset 1 unit along they axis.
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Finally, recent studies in our laboratory have shown tha
is now possible to study systems of up to 1000 mesogen
the isotropic phase@68# using parallel molecular dynamic
methods on multiprocessor machines. Work is currently
derway to test the force field developed in this work f
similar system sizes in a liquid-crystal phase. Such stud
tt
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open the way for the prediction of key material propert
important in liquid-crystal displays.
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